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Phase Uniqueness and Correlation Length in 
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The diluted-field Ising model, a random nonnegative field ferromagnetic model, 
is shown to have a unique Gibbs measure with probability 1 when the field 
mean is positive. Our methods involve comparisons with ordinary uniform field 
Ising models. They yield as a corollary a way of obtaining spontaneous 
magnetization through the application of a vanishing random magnetic field. 
The correlation lengths of this model defined as (lim,,_~ - ( l / n )  
log(a0; G,) ) - t ,  where n is the site on the first coordinate axis at distance n 
from the origin and (Go; a , )  is the origin to n two-point truncated correlation 
function, is non-random. We derive an upper bound for it in terms of the 
correlation length of an ordinary nonrandom model with uniform field related 
to the field distribution of the diluted model. 

KEY WORDS: Phase uniqueness; exponential decay of correlations; 
pontaneous magnetization, disordered systems; diluted systems. 

1. I N T R O D U C T I O N  

In this w o r k  we in t roduce  wha t  we call  the di luted-f ie ld  Ising m o d e l  

( D F I M ) ,  which  is a q u e n c h e d  r a n d o m  field f e r romagne t i c  pair  in te rac t ion  

Ising m o d e l  in { - 1, + 1 } z~ wi th  the  the i.i.d, fields hav ing  a d i s t r ibu t ion  

which  is c o n c e n t r a t e d  on  the n o n n e g a t i v e  ex tended  real  numbers .  T h a t  is, 
h - { h ~ , i e Z d } ,  the  fields o f  the mode l ,  fo rm a family  o f  i.i.d, r a n d o m  

var iables  wi th  Pr(h~/> 0) = 1. 

W e  a d o p t  this t e r m i n o l o g y  in o rde r  to d is t inguish  this m o d e l  f rom the 

usual  r a n d o m  field Is ing m o d e l  ( R F I M ) ,  for which  the field d i s t r ibu t ion  
suppor t  a lso nega t ive  values ,  usual ly  hav ing  m e a n  zero.  A n o t h e r  reason  is 

that  the r a n d o m n e s s  in the  D F I M  is c loser  in na tu re  to tha t  in di luted-si te  
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and bond models, so much so that techniques used in analyzing those 
models work for the DFIM as well. t~ 

Important somewhat recent works in the RFIM are those of Bricmont 
and Kupiainen t21 and Aizenman and Wehr, t3~ who established, respec- 
tively, the existence of first-order phase transition in at least three 
dimensions and its absence in dimension two. 

Dreifus et al. (4) recently discussed the RFIM in high field, no condition 
on the mean, and, improving on work by Beretti/5~ derived results for the 
RFIM similar to ours for the DFIM (see Theorems l and 2 below). Their 
argument needs the condition that the sites with field zero do not percolate, 
which appears to be necessary in general. In the context of the DFIM,  
although there has been some consideration that percolation might also 
play a role, indeed it does not. The competing heuristic prevails which says 
that the volume contribution of the diluted field, no matter how small its 
distribution, as long as it has positive mean, dominates the boundary 
effects. 

Our approach is to put rigor in the (physical) intuition that 
macroscopically the D F I M  should behave as an ordinary Ising model 
with uniform field related to the diluted field mean (or, more precisely, 
distribution). 

By means of correlation inequalities leading to convexity properties of 
correlations as functions of h and the use of Jensen's inequalities, we arrive 
at comparison inequalities between the D F I M  and ordinary uniform field 
Ising models from which we get the results for the DFIM. 

A corollary of our argument provides alternative "random" ways to 
spontaneously magnetize an Ising system below the critical temperature in 
other than the usual "deterministic" way. One of them goes as follows. As 
in the usual case, turn on an external field h but only for sites chosen at 
random each with positive probability p. Do not turn any field on for the 
sites not chosen. Then turn the external field down slowly. Another way is 
assign to each site a uniform in [0, 1 ] random variable independent of the 
other sites. If for a given site its uniform random variable is less than a 
positive number p, then turn on an external field h for this site. Do not turn 
any external field on if the random variable is greater than p. Then make 
p go to zero. In both ways (and in any combination of them), the 
spontaneous magnetization achieved is the same attained by the usual way 
of turning on the external field h for all sites and then turning it off slowly. 

Let p denote the common field mean, i.e., p = E(hi). Of course then 
/~/> 0. Our main results are stated below. The first one establishes insen- 
sitivity to boundary conditions of the (infinite-volume) magnetization at 
site i (the minus and plus cases, denoted ( a i )  - and (a~) +, respectively, 
are well defined by ferromagnetism). 
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Theorem 1. I f / z>0 ,  then ( a ~ > -  = < a , )  + with probability 1. 

Remark 1.1. By a well-known argument based on the F K G  
inequalities, the above result implies a.s. uniqueness of the infinite-volume 
Gibbs state (which of course nevertheless depends on h). By the same 
reason, there is also no extra magnetization gained or lost by turning on 
an extra positive or negative uniform field and subsequently turning it off 
slowly. 

The next result concerns the correlation length of the DFIM and 
its relation to the field distribution. Let n =  (n, 0 ..... 0) be the site on the 
first coordinate axis of 7/a at distance n from the origin. We define the 
correlation length ~ by 

~ - l =  lim - l l o g ( a o ; a . )  (1.1) 

when the limit exists (otherwise replace lim by lim inf). 
The first part of the next result appeared in work of van Enter and 

van Hemmen. t6) 

Theorem 2. If E ( - l o g ( a o ;  t r l> )<  o0, then with probability 1 the 
limit in (1.1) exists, is finite, and is nonrandom. Moreover, 

~ ( ~ )  

where ~(a), a real, denotes the correlation length of the Ising model with 
uniform field a and ~ is a function of the distribution of h which is positive 
whenever/1 is positive. 

In the next section we present some basic auxiliary results ingredient 
to the proofs of the above theorems which appear in Section 3. In the 
concluding Section 4 we discuss briefly the case of field distributions 
including negative values. The methods which were successful in the diluted- 
field case are seen to go only halfway in establishing uniqueness of the 
Gibbs measure, stopping short of saying anything about the correlation 
length. The extension of Theorem 2 to other diluted models is considered. 

2. C O R R E L A T I O N  INEQUALIT IES A N D  C O N V E X I T Y  

Consider the (ferromagnetic) Ising model in /2 = { - l, + 1} z~ with 
Hamiltonian H given by 

- H ( a ) =  ~ cria . i+~h~a i (2.1) 
<U> i 

822/80/5-6-26 
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where the first sum is taken, as notation indicates, over nearest neighbor 
sites, each pair appearing only once. The fields h = { h i ,  is~_ d} are in 
principle any extended real numbers. 

Let ( . )  as usual denote the expectation with respect to the Ising 
measure 

=1 E ( f )  Z ~ f (a )  e -an~') (2.2) 

where fl is a positive real parameter which is usually interpreted as the 
inverse of the temperature, Z is the usual normalization factor 

Z = ~ e-P"l~ (2.3) 
G 

and f is a local function. 
The quantities to be studied here include the magnetization at site i, 

( a ; ) ,  the truncated two-point function at sites i and j, 

( a t ;  a j )  = ( ~ , ~ j )  - ( a ; ) < ~ j )  

and the truncated three-point function at the sites i, j, and k, 

(at; aj; ak)  -~ ( aiajak) - ( aiaj) ( ak)  -- ( a i a k ) (  aj} 

-- ( ajal,.}( ai) + 2( ai} ( a j } (  ak} 

We keep the volume and boundary dependence of ( .  } implicit for 
awhile. The volume is in principle finite, but the thermodynamic limit will 
be taken eventually. 

The following GHS-type inequalities will be useful for us. Their proof 
can be found in ref. 7. Let us consider the duplicated Ising model (a, r) in 
Y2 2 with two independent copies of the model considered initially. Define 
the transformed variables 

1 1 
t / = - -  (a t+  ri), qi = (ai-- r;), i E Z  d 

For a subset A of 77 d (with multiplicity of elements allowed), let ta denote 
the product 1-I,-~A t; and similarly for q. 

P r o p o s i t i o n  2.1. For any h, 

(qA) />0 (2.4) 
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For any h such that hl>~0, for all 1, 

( q A t s ~  -- ( q A ) ( t s )  <<.0 (2.5) 

We have the following consequent results, respectively, of (2.4) 
(making A = {i,j}) and (2.5)(making A = {i,j} and B =  {k}). 

Coro l l a ry  2.1. For any h, i, and j, 

(~i; aj )  >10 (2.6) 

For any h such that ht>~0, for all/, i , j ,  and k, 

(a , ;  aj; trk) <~ 0 (2.7) 

Consider now (a ; ) (h )  and (ai ;  aj)(h)  as functions of h. The above 
inequalities imply the following properties of these functions, which are 
well known and will be of later use. 

Proposi t ion  2.2. 

(a i ) (h )  is (coordinatewise) nondecreasing in {h: hi real, for all i}. 

(ai ;  aj)(h)  is (coordinatewise) nonincreasing in {h: h;~>0, for all i}. 

( a ; ) (h )  is (coordinatewise) concave in {h: h~>~0, for all i}. 

Proof. 

( O/63hk) (tTi) (h) = fl(  ai; a k)  >~ O, by (2.6), proves the first assertion. 

(O/Ohk)(ai; aj)(h)  = f l (ai;  a i; ak)  <~ O, by (2.7), proves the second 
one. 

(aZ/Oh~)(ai)(h) = f l 2 ( a i ; a k ; a k ) < ~  O, by (2.7), proves the third 
one. | 

R e m a r k  2.1. We do not really need the full strength of (2.7) to get 
the last inequality above, since (ai ;  ak; ak) = - - 2 ( a k ) ( a i ;  ak)  is negative 
by the first and second Griftths inequalities. 

Next we derive convexity properties of (a~)(h) and (a; ;  aj)(h)  when 
h is restricted to a hyperrectangle. 

For a and b two real numbers such that a < b define 

Hob = { h: a <~ h i <. b, for all i} 
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Let r/and ( be two functions from [a, b] to [a, b] defined as 

They have the following properties which are easy to check. Both are 
strictly increasing, r/(a) = ((a) = a, r/(b) = ((b) = b, and q(x) < x < ((x) in 
(a, b). Moreover, 

rf '(x) -- 2f l (r f (x)  ) 2 = 0 (2.8) 

~"(x) + 2fl(('(x)) 2 = 0 (2.9) 

in (a, b). 
Further define q (h)=  {rl(hi) } 

of h 
and ~(h)= {((hi) } and the functions 

$i(h) = (a / ) (n(h))  (2.10) 

2;(h) = (ai)(~(h)) (2.11) 

~;(h) = (cr,; o))Oq(h)) (2.12) 

They have the following properties. 

P r o p o s i t i o n  2.3. For any a and b, ~bi(h) is (coordinatewise) 
convex and 2;(h) is (coordinatewise) concave in H,b. 

If a/> 0, then ~;(h) is (coordinatewise) concave in H.b. 

Proof.  We have 

9 2 

Oh~ ( a i ) ( q ( h ) ) =  [ r f ' ( h k ) - - 2 f l ( a k ) ( r f ( h k ) ) 2 ] ( t Z i ;  ak) ~>0 (2.13) 

as v/"(x)-2fl(q'(x))Z =0,  using (2.6) and <ak> ~< 1. We have 

9 2 

Oh 2 (o-~)(~(h))= [("(hk)--2fl(ak)(~'(hk))2](a,;  a k )  <~ 0 (2.14) 
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as ~"(x)+ 2fl(~'(x))2 = 0, using (2.6) and ( ak )> /  --1. And we have 

0 2 
Oh~. (a,; aj)(q(h))= [t/"(h~) --2fl(ak)(tf(hk))2](a,; aj; ak) (2.15) 

- 2(a~; ak)(ffj; ak) <~0 (2.16) 

as q"(x)-2fl( t / ' (x))2=0,  using (2.6), (2.7), and ( ak )  ~< 1. ] 

The following result, due to Graham, (8~ will be useful in the next 
section. 

Proposition 2.4. For any h such that h~>~0, for all l, i,j, and k, 

( ai; aj) >1 ( ai; ak) (a j ;  a~) (2.17) 

3. PROOFS OF M A I N  RESULTS 

We now use the results of the previous section to give proofs of 
Theorems 1 and 2. 

For A any subset of 7/d and fi any real number, let h A denote 
{hi, lEA} and fiA denote {6} A. 

P roo f  of  T h e o r e m  1. We consider the conditional expectations of 
( a i ) -  and ( a i )  + with respect to the field configuration inside a finite 
volume A of Z d, denoted by E[ ( a i )  - l  hA ] and E[ ( a i )  +[hA], respectively. 

By the Martingale convergence theorem, 2 with probability 1, 

( a i )  + = lim E [ ( a ; )  + lha]  (3.1) 
A ..-" z d 

and similarly for ( a~ ) - .  
We treat first the case that the distribution of h is supported in a finite 

interval [a, b]. By Propositions 2.2 and 2.3, using Jensen's inequalities, we 
have 

E[ (a, .)  + IhA] --< ( a , )  + (ha, ,~A~) 

g{<Gri) -IhA] ~ <0"i) + (hA, ~A") 

(3.2) 

(3.3) 

where A =/z and 6 =  t/(/~). Both are strictly positive since p is. 

2 Usua l ly  s ta ted  for sequences  o f  r a n d o m  var iab les  r a t h e r  t han  for  families indexed by  sets. It 

w o r k s  the same way.  
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By the absence of first-order phase transition for models with uniform 
nonzero field (outside of a finite volume), (9) the right-hand sides of both 
inequalities do not depend on boundary conditions and will be denoted 
respectively ( a i )  (hA, AA~) and (O'i) (hA, 6 A~). 

We consider now finite volume (F) approximants to those quantities, 
denoted respectively by ( a i ) (ha ,  At\A) and (a;)(hA, 6r\A). One then has 
(by the Fundamental Theorem of Calculus) 

(O ' i ) (hA '  A r k A )  - -  (O ' i ) (hA,  6rkA) = f l  E (ai; o))(ha, Xrxz) dx (3.4) 
j e  F \ A  

By the FKG inequality, ~ (3.2), and (3.3), 

O~<(a,-) + - ( a , . ) - ~ < l i m i n f  l lm  fl 2 (a+;aj)(hA,xr\A)dx (3.5) 
A .~ Z d j ~  F \ A  

Now Fatou's lemma, Propositions 2.2 and 2.3, and Jensen's inequality 
imply 

0 <~ E((a+) + - (a+) -) (3.6) 

�9 f ~<liminf l~m fl 2 E((a~;aj)(hA,xrxA))dx (3.7) 
A P Z d j~ .FXA 

~<liminf rl~rnze fl ~" E((a,;aj)((rl(h))A,XrxA))dx (3.8) 
A ~ Z d j e  F \ A  

A 

~<liminf l im  fl~s ~r\ (ai;~/)(6A'XrxA)dx (3.9) 
A ,," Z a j~ A 

=lima ..zainf limza((a~) (6, ,  grxz)-  (a,)(6r)) (3.10) 

The right-hand side is zero by the absence of first-order phase transition in 
the model with uniform positive field (6). 

This together with the first inequality in (3.5) yields the result in this 
first case. 

For the general case, let h~'l={min(hg, n)}, n~>l, and 5 =  
r/ol(E[hl ~)'1), which is positive. Equation (3.3) and FKG combine to give, 
with probability 1, 

<ae> - = Alirnza < a+>(hA, 5A~) (3.1 1 ) 

We then only have to show that (a~) + equals the right-hand side. But this 
is a consequence of the inequality 

E[< -,k<,) a i 2 ~ n A  , ZlrkA) -- ( a , ) (h~  '), 6FkA) ] ~< ( G i ) ( 6 A ,  Z I F \ A )  - -  ( a i ) ( 6 F )  (3.12) 
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with A > 6, which is proved as in (3.6)-(3.10) using the monotonicity of 
(g;;  gj)(h) (Proposition 2.2) as an extra ingredient. Just take the limits 
n]'o% ATo% F ~  7/a, and A ~ 7/a (in this order) together with the 
dominated convergence theorem and FKG on the left-hand side and the 
absence of first-order phase transition in the uniform positive field regime 
on the right-hand side to get the result. I 

R e m a r k  3.1. As anticipated in the introduction, it follows from 
the above proof that one can spontaneously magnetize a ferromagnetic 
Ising system below its critical temperature by first selecting randomly 
with arbitrary uniform positive probability the sites to be submitted to a 
constant field, the nonselected sites receiving no direct field, and then 
turning the field off slowly. This is because the expected magnetization of 
the system is bounded below by that of an ordinary system with positive 
uniform field at the same temperature. Another way, by the same 
reasoning, is to assign to each site a standard uniform random variable 
independent of those of the other sites and turn on an external field h for 
this site if its random variable is less than a positive number p, leaving it 
with no direct field if the random variable is bigger than p. Then make p 
go to zero. 

P r o o f  o f  T h e o r e m  2. We repeat the argument in ref. 6 for the first 
part. 

Let ~ . j  denote - l o g ( g i ;  gj).  By Proposition 2.4 the following holds: 

s <-.. &eo,., + .T . , , .+ .  , (3.13) 

This together with the ergodicity of h and the finite expectation hypothesis 
allows the application of Kingrnan's subadditive ergodic theorem, so that 
we have 

1 ~ .  _ 1 
~ - 1 =  lim - o . . -  lim -E(3ao..) (3.14) 

= lim 1E(- - log(ao;  g . ) )  (3.15) 
n ~ o o  n 

To prove the last assertion of the theorem (with a somewhat optimal 
6) we apply Propositions 2.2 and 2.3 and Jensen to get 

E( - l o g ( g o ;  g . ) (h) )  >i E( tin) - l o g ( g o ; g . ) ( h  ) 

>~ - log (go ;  g . ) (6  t'')) (3.16) 
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for all m and n, with h I' ') as defined prior  to (3.11) and 6 t") = r/o,,(E[h~m)]). 
We can take then 6 = sup,, 6 t ' ) ,  so that  

~ -1 />  lim - l l o g ( a o ;  a . ) ( J ) = ~ - l ( j )  
n ~  on n 

(Notice that the above limit exists by subadditivity. 3) II 

R e m a r k  3.2.  I. A sufficient condit ion for the logari thmic momen t  
condition of Theorem 2 to hold is tha t /z ,  the field average, be finite. To  
see this, use Proposi t ion 2.2 to bound the truncated correlation in the 
logarithmic moment  condition by the same quanti ty in a model  with the 
same fields at the origin and its nearest neighbor site entering the correla- 
tion and on fields everywhere else, so this is a two-volume model  with 
+-b.c.  and the truncated correlation is easily computed  to give 

4(e2~_ e-2P)/(ep(, + r,0 + r,,) + eP(l-  r,o- r,,) + e/J(- ! -  ~o+r,,) + e,~(-] +r,o- r,,))2 

where h o = h o + 2 d  - 1, h~ =h~ + 2 d -  1, and h 0, h~ are the fields at the two 
sites, respectively. Now it is clear one can bound the expectation of - l o g  
of this quanti ty by 4flkt plus a constant. 

2. A special case where the condit ion E( - log (an ;a l ) )<oo  is not 
met  is when p = P r ( h , . = o o ) > 0 ,  for then ( a n ; a 1 ) ) = 0  with positive 
probability.  It is clear that  in this situation one can find with probabil i ty 1 
a ( random)  subsequence (nk) along which ( a 0 ; a , k ) = 0  SO that  with 
probabil i ty 1 

lim sup -- l l o g ( a n ;  a , )  = ov (3.17) 

If p is close enough to one, then there will be a circuit of  +-si tes  
around the origin with probabil i ty one, which makes  ( a n ;  a ,  k) = 0 for all 
k large enough and thus with probabil i ty  1 

lim -- 1 l og (an ;  a , )  = 
n ~  ~ n 

so that  the correlation length can still be well defined but  zero. 
But i fp  is positive and close enough to zero, then one could argue that  

with positive probabil i ty 

lim inf - 1 l og (an ;  a .  ) = on (3.18) 

3 We note that the limit lim . . . .  - ( l / n )  log E((~ro; a . ) ) )  also exists by subadditivity, which 
is a consequence of Propositions 2.2 and 2.4 and the Harris-FKG inequality. 
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[so that, together with (3.17), one concludes that the correlation length 
is not well defined in this case] along the following lines. With positive 

�9 probability the origin is connected to infinitely many sites of a given 
coordinate axis by paths going through sites with bounded, say by b, fields. 
This is because if p is small enough, then one can find a finite b such that 
the sites with fields bounded above by b percolate. It is the case then with 
probability 1 that there is a unique infinite cluster of such sites and, by 
ergodicity, that infinitely many of those can be found in the coordinate 
axes and also that there is a positive probability that the origin belongs to 
this cluster. 

The lengths of these paths can be taken less than a constant times the 
distance of the respective sites at the axis from the origin (see the final 
observation in ref. 10). 

To finish the argument, using Proposition 2.2, one bounds below the 
two-point truncated correlation between the origin and a site at a 
coordinate axis mentioned above, say x, by the same quantity of a model 
with field b on the sites of the corresponding path mentioned above and 
infinite field everywhere else. This is a one-dimensional nondisordered 
model (with +-boundary conditions, for which the correlations can be 
explicitly computed and the result thus obtained). It can be gotten in a 
simpler manner by using Propositions 2.2 and 2.4 to further bound below 
the one dimensional truncated correlation between the origin and x by the 
following quantity raised to the power given by the length of the path 
between the origin and x. The quantity is the truncated correlation between 
the origin and one of its nearest neighbors in a model where these two sites 
have field b and all the others have field oo, so it is a two-volume model 
with +-b.c. and the quantity is easily computed and seen to be positive. 
This finishes the argument. 

4. E X T E N S I O N S  A N D  OPEN Q U E S T I O N S  

We use this section to briefly discuss some extensions and limitations 
of the previous "arguments and methods to other related models, basically 
the RFIM with field distribution including negative values and diluted- 
bond ferromagnetic models. 

For the RFIM with both positive and negative fields, we do not have 
monotonicity nor convexity of the truncated two-point function (at least 
not in the form of Propositions 2.2 and 2.3), but we still have them for the 
magnetization. This is sufficient for the following result. 



1338 Fontes and Neves 

Let ( a i ) : '  denote the limit 

Al imza (o i )  (hA,  XAc) (4.1) 

where x is any extended real number, when the limit exists. 

P r o p o s i t i o n  4.1. Suppose the distribution of hi is supported in a 
finite interval [a,b]. Then the limit in (4.1) exists for x ~ 6 = r / , b ( / z  ) and 
x >~ A = ~t,(#) and 

( O ' i )  - = (O ' i )  x for x-N<6 (4.2) 

( O ' i )  + = ( O ' i )  x for x>~A (4.3) 

Proof. Use F K G  and (3.1)-(3.3) as in (3.11), which are all valid for 
any finite a and b. II 

Together with the F K G  ordering, this proposition implies that the 
Gibbs measure with minus boundary conditions equals all with x bo~mda~3~ 
conditions for x ~< 6 and the plus Gibbs measure equals all with x boundary 
conditions for x >/A. 

In the case of Theorem 1, we proceeded to prove that ( a i )  a = ( a ; )  a 
by using the convexity properties of the truncated two-point function, 
which do not hold if a < 0 < b. 

Notice that if p is sufficiently close to b, then 6 > 0 and the minus 
Gibbs measure equals one with positive field (6) boundary condition. This 
could be evidence that (a, .)  a = ( a i )  a and so that ( a i )  - = ( a i )  +, yielding 
uniqueness. But this seems to be a problem not amenable to our methods. 

Another issue raised by our methods is that the functions ~/ (and ~) 
depend on fl in such a way that ~/+ 0 as/3 T c~, making the positive field 
of the uniform field model dominated by the D F I M  not uniform with 
temperature, which probably should not be the case. 

We turn now briefly the correlation length for diluted-bond Ising 
models, which are quenched random Ising models with 

- H ( a )  = ~ J~a~rj (4.4) 
<0') 

where {Jg, ( i j ) }  is a family of i.i.d, nonnegative random variables. In 
ref. 6, this model is considered and the existence and nonrandomness of 
is established under the hypothesis of (uniformly) positive distribution of 
the dilution variables (the Jg), so that the finite moment condition is 
automatically met. It is worth mentioning that the more common dilution 
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variables, for which Pr(J0.=0 ) is positive, do not satisfy this condition. 
Another limitation is that we do not have a convexity property of (a i ;  trj) 
as a function of {Ju} from which to get bounds for 3. 
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